
CSE591: DEEP LEARNING FOR VISUAL COMPUTING, APRIL 2017. 1

Stereo Image Generation using Neural Networks
Siddhant Prakash, 1211092724 and Anurag Solanki, 1211084183

Abstract—Using stereo image to generate 3D views is a challenging problem to solve, especially due to increase in demand for 3D
content with the advent of virtual reality systems like Microsoft Hololens and Oculus Rift. With big companies such as Google,
Facebook, Amazon and a lot of start-ups investing heavily in virtual and augmented reality system, this demand is set to increase
exponentially with time. In our project, we will try to train a neural network to come up with a model to estimate the stereo pair given a
single RGB image for 3D scene reconstruction.

Index Terms—Netural Networks, Autoencoder, VAE, GANs, Stereo, generative models.
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1 INTRODUCTION

Finally, 3D images and videos are in the mainstream
media after being ignored for so long. Since the advent
of multi-view geometry, the potentials of stereo image
pair in various computer vision problems, such as, depth
estimation, object recognition, segmentation, simultaneous
localization and mapping (SLAM) etc., has been exploited
comprehensively. Stereo image pairs are essentially images
of the same scene from two different view. The image pair
differ from each other by a projective transformation. Stereo
images has been studied extensively in 2-view geometry
and geometrical constraints have been established between
the pairs which can be exploited to efficiently generate
depth map of the scene given the two views. The depth map
along with the stereo pairs are all that is need to project a
3D scene on a display. The use of these stereo pairs for scene
understanding has been the motivation behind such varied
applications. Thus, the importance of having the stereo pair
of an image increases manifold.

Given an image of a scene, can we generate its stereo pair
image by training a neural networks end-to-end, is what we
want to explore through our project. This can very well lead
us to a way of estimating a better depth map than with
previous methods. Thus the problem becomes that one of
estimating a depth map by generating a stereo pair, rather
than the traditional other way round as has been since so
long.

In this project we present ways to generate stereo image
pair of any given image for converting a scene from 2D to
3D. We have explored two generative models, viz. Varia-
tional Autoencoders and GANs, and propose a new auto-
encoder architecture as an extension of VAEs crafted for this
particular problem. The rest of the report is structured in the
following way. Section 2 gives a thorough literature research
on all the topics we have explored for our task. Following
the related works we explain our interpretation of the task
and methodology along with the datasets we considered
and used in Section 3. The implementation details and
results comes next in Section 4 which is followed by a
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Fig. 1: Input image transformed to stereo-pairs

discussion on the results obtained in Section 5. We conclude
with Section 6 listing our achievements and the future works
we have planned for the project. A representation of our
system can be seen in Figure 1.

2 RELATED WORKS

The problem of obtaining stereo pair from a single image
directly has not been explored much in the academia. Stereo
image pairs have been used to deal with a number of
computer vision problems. In depth estimation, number of
algorithms [15] [16] [17] have been developed to optimally
utilize the 3D scene information captured by the pairs.
Stereo matching has been explored in many conventional
computer vision algorithms [22] [23] problem which tries
to estimate the cost of matching stereo image pairs. These
algorithms act as the first stage of many stereo algorithms.
Recently, neural network has been employed to compare
these patches [24] in a fast as well as efficient manner,
studying the trade offs between the two.

Although in past years, 3D view generation from single
image gained momentum using learning based methods
like Im2depth [30] and Make3D [31], which employed
an MRF based algorithm to capture the 3D location and
orientation of patches in an image. Eigen et. al. [32] was
one of the first neural network based method to deal with
depth estimation from single image which employed two
deep network stacks for prediction. Recently published,
competing directly with the work we are trying to do is
Deep3D [25], which addresses the problem of generating
stereo pairs using single image. Although, the accuracy
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achieved by the work is best, we tried to explore different
approaches mentioned in Section 3.2 and 3.3 like Variational
Autoecoders and GANs, to better the accuracy. Also, due to
the availability of new and larger datasets like ScanNet, we
were optimistic about our work.

Many approaches has been explored for construction of
a model to represent the distribution of data with the help of
its latent information popularly known as representational
learning. There are hierarchical model such as [4] which
represent the probability distribution of different types of
data whose models are generated. But in recent years,
instead of graphical models, generative models which are
pitted against a discriminative models have gained an edge
over representational learning. These techniques do not in-
clude probabilistic distribution explicitly. There were other
approaches like restricted Boltzmann machines [18] [19],
Skip-gram model [20] [21] and Variational Auto-encoders,
which we are exploring.

Kingma et al [14] introduced efficient inference and
learning in directed probabilistic model whose latent vari-
ables have intractable posterior distributions models. Varia-
tional Autoencoder efficiently approximates posterior infer-
ence in almost any model with continuous latent variables.
This learned posterior inference can be also used for a
host of tasks such as recognition, denoising, representation,
generation and visualization purposes. We are trying to
exploit the fact that Variational autoencoders can be used
as generative models. Can they generate image similar to
the input image with shifted perspective.

Another approach very popular in recent years is that
train a generative model from random data distribution
and use a discriminator model to discriminate between real
input data versus the fake generated data. Goodfellow et. al.
[9] introduced this concept of Generative Adversarial Net-
works, and we exploit these networks as one of the methods
to come up with a good representation of the images we are
learning. Although, the nature of stereo-pairs is similar, they
are not exactly same.c As the change between both the pairs
is only of the viewpoint, there is very minimal change in
depth which can be taken as almost same. We bank on the
intuition that the GAN models can actually learn this minute
affine transformations which differs the pair of images. We
also know how difficult it is to train GANs. Thus, we explore
different techniques introduced by [10] [11] which enables
us to learn the model in a stable manner. Chen et al [12] and
Shrivastava et al [13] introduces tricks to improve the real
like appearance of the generated images, and we would like
to explore these as they demonstrate very good results in
understanding the latent semantics of the data distribution
in representational learning.

3 METHODS

3.1 Dataset
The first and foremost requirement to learn good models us-
ing deep neural networks are their hunger for large datasets.
Until recently, not many large datasets were available for
the problem of RGB-D scene understanding. But now with
the advent of datasets like KITTI [1] and Middleburry [2]
stereo datasets, we can delve into the domain of learning
models for 3D scene understanding. While the KITTI dataset

has 400 dynamic scenes, along with Middleburry dataset,
they do not contribute to more than a few thousand frames.
Another recent addition to this class of dataset is the Scan-
Net [3], which provides us with 2.5M views, which should
mostly satisfy our requirement. Although, in [25] the dataset
used were the 3D movies downloaded from internet, which
provided about 5M views. We tried to obtain the movie
dataset although the ScanNet data and surprisingly even
KITTI dataset were good enough for our purpose.

3.1.1 ScanNet Data set

ScanNet is a dataset of richly-annotated RGB-D images
of real-world environments which contains 2.5M RGB-D
images in 1513 scans acquired in 707 distinct spaces. [3] As
this is RGB-D dataset stereo pair of the image has to be
calculated from depth. We gained access to download this
dataset but we have not use them in our experiments.

3.1.2 KITTI Stereo 2015 Data set

KITTI dataset consists of 200 training outdoor scene and
200 test outdoor scenes. In total, we have distributed 4200
stereo pairs of images for training and 4189 stereo pairs of
images for testing of full dataset. Images comprise of dy-
namic scenes for which ground truth (stereo-pair) is known.
The total dataset(scene flow multi view) is approx 13.5 GB
including both testing and training images. We have used
the KITTI dataset for all our experiments. One of the stereo
pairs of image from the dataset can be seen in Figure 2.

3.1.3 Synthetic Matlab Data

For initial exploratory tasks, we simulated our own 3D
dynamic scene using Matlab and captured the scene from
two viewpoints corresponding to stereo pair of images. We
explain the procedure we used to obtain the synthetic stereo
pair of images.

The first step to obtaining data set was to create a 3D
scene in Matlab. We used the in-built “importGeometry”
function to import a 3D model in the plot. We then pass
the axes of the window to a nothe function we created
which estimates the current viewpoint and helps us obtain
the stereo pairs given the distance between the two camera
centers of the left and right view. This distance is equal to
b/2 where b is the distance between the two views as shown
in Figure 3 [27] .

To obtain the different viewpoints, we first inquire the
view property of the figure using “get” function. We obtain
the azimuth and the elevation of the camera of which we
manipulate the azimuth from [0◦, 180◦] to get the stereo
view of the model from all angle around it. We can also
manipulate the elevation from [−90◦, 90◦], but as we ap-
proach the top view, the variation in views from around
the model becomes very negligible. So we restrain the range
of angles of elevation to manipulate within a small limit,
ideally [−15◦, 15◦]. The stereo pair is generated, by taking
another parameter corresponding to b and for best result we
keep b to be small, ideally within (0, 5].

This enables us to obtain a number of stereo synthetic
pair of images for given one model. If say the view of an
object is given by (a, e), where a is the azimuthal angle and
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(a) Left Image

(b) Right Image

Fig. 2: Stereo Image pair from KITTI Dataset

Fig. 3: Stereo Vision System

e is the elevation, we obtain stereo image pair with the given
views,

Left view : (a− d/2, e)

Right view : (a+ d/2, e)

, where d is the change in azimuthal angle due to the change
in distance between center of baseline and the correspond-
ing view, i.e

d ' b

for small angles (d ≤ 5◦).
We faced some challenges in obtaining the synthetic

dataset using Matlab. First of all, the support for importing
3D model as a figure is very primitive in Matlab. Only ‘.stl’
files are supported from import. To import more complex 3D
data structures, such as ‘.obj’ and ‘.off’, we need to first load
the object and then voxelize it using helper functions. Then,
we need to figure out the co-ordinate system and map them
to the plot point-by-point. We have restricted our modeling
to only ‘.stl’ objects.

One of the major issue with both the KITTI data set
images and synthetic data set images are their size. The
images are of very high resolution, which presents us with
a memory bound while providing input to the neural net-
work. Thus, we have reduced the resolution of our images
before we provide them as input to our architecture. This,
lowers our accuracy which we could have attained at full
resolution, but since the project is exploratory by nature, we
were willing to make the trade-off.

3.2 Variational Autoencoder
Variational autoencoders are encoders that learns the la-
tent variable model for its input data. Instead of letting
neural network learn any arbitrary function, Variational au-
toencoders learn the parameters of probability distribution
which models the data. If we sample data from this distri-
bution, we may generate data similar input data. Variational
autoencoders can act as ’Generative Model’. [14]

In this paper, we have modified the above Variational
autoencoder approach. We give left image as input, encoder
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Fig. 4: Variational Auto-encoders

will encode it in latent space and decoder will then de-
code the image back with some reconstruction error. We
call this reconstructed image. In our first approach, this
reconstructed image could be compared with right image
of the same view. As variational autoencoders may generate
an image from latent space after learning the distribution,
so we can also compare the generated image from the latent
space with right view image.

3.3 Generative Adversarial Networks

GAN is a framework to train deep generative model using
a mini-max game. There are two models, viz. a generator
and a discriminator which play against each other to learn
the data distribution. The goal of the generator is to learn
the probability distribution PG(x) which is as close as to the
real data distribution Pdata(x). The generator G instead of
learning probability for each x learns the data distribution
PG by mapping a random noise variable z ∼ Pnoise(z) into
a sample G(z).The generator is trained by playing a game
against a discriminatorD which distinguishes samples from
real Pdata versus fake PG. Formally, the minimax game is
given by Equation 1.

minGmaxDV (D,G) = Ex∼Pdata
[logD(x)] +

Ez∼Pnoise [log(1−D(G(z)))]
(1)

4 EXPERIMENTS & RESULTS

4.1 Modified VAE

Initially, we implemented a basic model for Variational
Autoencoder. We tried with MNIST dataset to get deeper
understanding of the implementation and how the distribu-
tion is modeled using the network. We got results similar
to the one shown in Figure 4. We next are trying to modify
it according to KITTI dataset which required image to be
preprocessed.

The first step was to downsize the input images to feed
it into the network. As the original KITTI images were of
resolution 1310 X 369, we downsized it to 300 X 90 by scaling
and cropping the images in proportion such that the height
of the images remain 90. We were able to feed these RGB
images in the network and got initial results with the normal
VAEs.

Fig. 5: Our Implemented Variational Auto-encoder

Our basic architecture of VAE implementation for gener-
ating stereo pair of image is shown in Figure 5

Some of the experiments we did are as mentioned below.

• We have done experiments with modifying interme-
diate dimensions (256, 512, 1024, 2048) and latent
dimensions (64, 128, 256, 512).

• We have also changed the hyper parameters with
using optimizer Adam [33] and RMSProp [34].

• We experimented with loss functions, initially we
took only the VAE loss [33]. After that we tried VAE
loss with categorical cross entropy loss of generated
image with right image from dataset.

The images generated from this modified VAE with
loss 1, only VAE loss, is shown in Figure 6. For other
images generated with loss 2 and loss 3, please check the
supplementary material. In the image, the top image is the
input left image, the middle image is the generated image
from the VAE, and the bottom is the right stereo pair ground
truth images.

Fig. 6: Generated Image from Modified VAE

We have verified the 3D reconstruction of the stereo
pair for visual testing from the following website [35]. The
website gives a disparity map along with the oscillating the
stereo pairs at a certain frequency in horizontal direction
to give a 3D appearance. The disparity map can be seen in
Figure 7 along with the screen shot of the stereo pair at an
instant.
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Fig. 7: Disparity Map of left (input) and right(generated)
stereo image

4.2 Stereo encoder-decoder network
We tried the approach to transform the variational auto-
encoder is such a way that after we input one image (i.e.
Left image) then our decoder comes up with two images
that are stereo pairs of each other. Our intuition was to use
the left image pair as input image, which going through a
normal de-noising auto-encoder outputs a representation of
the left images. Meanwhile, the codeword augmented by the
uniform noise input to the network as an extra parameter
should be able to capture the transform parameters, ideally
the projective transform parameters of the stereo pair of
the input image. Thus, we generate a new image using
the codeword, which gives us the right stereo pair image
representation of the input left image. The structure of the
encoder-decoder network is shown in Figure 8.

The network is inspired from the original variational
encoder network we implemented, but we hypothesized
that to capture the transformation between the image our
generated image need to have a variational code in the
latent space which we try to model as the right image pair
space. Thus, the top part of the network is a normal auto-
encoder while the bottom part captures the essence of the
transformation, which is projective by nature, in the image.

We did the same experiments for this network as we
did for the original VAE model. We further wanted to
implement the network as fully convolutional network, by
introducing convolutional encoder-decoder layers, which
we are in the process of implementing at the time of our
report generation.

Fig. 8: Stereo encoder-decoder netwok

The image pair generated from one of the configuration
we tested can be seen in Figure 9. We can see the generated
images are like stereo pairs, but the images are still noisy.
We attribute it to multiple causes, which we discuss in the
discussion section.

(a) Left Generated Image

(b) Right Generated Image

Fig. 9: Stereo Image pair generated from stereo encoder-
decoder network
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4.3 GANs & Variations

We implemented a basic GAN architecture. The problem
was to come up with network which we can formulate for
our problem. As mentioned in related works, GANs are
really tricky to train. We implemented DC-GAN network,
introduced in [10] and [11], as our base network. We came
up with a hypothesis of formulating our stereo pair problem
in terms of InfoGAN [12].

InfoGAN is different form normal GAN such that, in-
stead of taking only one incompressible noise vector z in
its formulation, it takes an additional parameter c which
are called the latent codes. These latent codes target the
salient feature of a data distribution. Thus, while the GAN
objective tries to model the input image distribution and
generate similar images, the introduction of latent codes
learns discrete salient feature of a given distribution, such as
rotation, size, elevation etc. We hypothesize, that given a left
generated image, if we try to learn the relation between this
generated image coming from the input image distribution,
and learn the latent codes for two categories, viz. first the
properties which are similar to the right images, like color,
texture, objects and secondly, the transformation, ideally
the projective matrix parameters, we may be able to learn
the latent distribution of right image. In which case, we
can generate left image, from input distribution while the
right stereo pair image can be generated from the estimated
auxiliary distribution.

minG,QmaxDVInfoGAN (D,G,Q) =V (D,G)− λLI(G,Q)
(2)

Thus, the original InfoGAN formulation is given by
Equation 2. Here, V (D,G) is the original GAN objective
function from Equation 1, with the modification being, that
the generator network G(z, c) takes input both, z and c. Q is
the new auxiliary network that is being learned by maximiz-
ing the mutual information between the generated image
distribution PG(z,c) and auxiliary distribution PQ(c|x). The
mutual information term λLI(G,Q) is given by Equation 3.

λLI(G,Q) =Ec∼P (c),x∼G(z,c)[logQ(c|x)] + H(c) (3)

Thus according to our hypothesis, G(z, c) generates im-
age similar to the left image distribution, but we introduce
a mutual information term via the distribution Q(c|x). If,
instead of giving random latent codes from uniform or cate-
gorical distributions to Q(c|x) , we give the right image dis-
tribution P (x′) and try to map it as the auxiliary distribution
Q(c|x), it will learn the right distribution, and the mutual
information term, will try to regularize the generated image
which maximizes the mutual information between the left
distribution and right distribution by learning the latent
transformation codes by means of c. Thus, for our problem,
the complete InfoGAN variant objective function can be
represented by Equation 2 with the mutual information term
λLI(G,Q) given by Equation 4.

λLI(G,Q) =Ec∼P (x′),x∼G(z,c)[logQ(c|x′)] + H(c) (4)

5 DISCUSSION

We can see, the images generated by modified VAE is blurry,
which we know is a disadvantage of generating images us-
ing variational auto-encoders. As we mentioned the images
generated from stereo encoder-decoder network were noisy.
This could be due to fault in our generator network, in ways
in which we interpret the output pixels. We are trying to
fix this issue too, because it seems that the images we are
getting are true stereo pairs of each other.

We came up with an implementation of DC-GAN and
using the DC-GAN a general implementation of InfoGAN,
but we are yet to implement the modified InfoGAN imple-
mentation for our hypothesized InfoGAN. Thus, we are not
submitting the code for InfoGAN with the supplementary
material.

We also feel that since all auto-encoder network were
completely fully-connected networks, using a convolutional
auto-encoder network will significantly improve the quality
of images that we are generating. Thus, our focus currently
lies in implementation of convolutional stereo encoder-
decoder network for stereo pair generation.

Looking at the time line we proposed initially, we have
completed all the tasks. We have experimented with dif-
ferent architectures as described above to accumulate the
results. We faced lots of difficulties such as limited com-
putational resources, high image resolution, difficulty in
obtaining 3D stereo pair datasets, outdated Keras toolbox
etc.

6 CONCLUSION

We have come up with a solution to solve the stereo pair
generation of image problem. We explored the various kinds
of generative models studied in the literature. We came up
with three different types of network architecture, which
can be formulated for the aforementioned problem. Two of
our proposed method uses an auto-encoder network while
the third uses a variation of InfoGAN model. We backed
our hypothesis by strong theoretical background of the
methods proposed and showed some initial results in our
investigation for the task, with the minimal implementation
we could come up with of our hypothesis by the time of
writing of this report.

APPENDIX A
FUTURE WORK

We would like to extend this project and improve the results
that we are getting now. We also thought to improve our
results by making use of Convolutional Neural Network,
but due to lack of time could not complete it on time.
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